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ABSTRACT
Developing embedded microcontroller code is a complex task, especially for undergrad students new to this area. These students often make high-level conceptual mistakes beyond the scope of commercial standards like MISRA-C. These conceptual errors need to be checked manually through code feedback, a process that is time-consuming, error-prone, and does not scale well with an increasing number of students and/or assignments. In this paper, we present an embedded-check automated tool that can detect common and critical errors students make when learning to code firmware. A set of 13 rules (baremetal and FreeRTOS) was devised based on our experience from several years of teaching Embedded systems. To validate our tool, we compared its results with manual code review of N=99 projects from the last 3 course offerings. We furthered our analysis by running our tool on N=1132 coding lab submissions that did not receive manual feedback and were used as part of classroom activities. We found that the top-3 errors flagged in the projects were already present when students completed the lab activities. We found that (i) our tool also identified all issues discovered during manual code feedback, (ii) our tool detected issues in 86% of student submissions, whereas manual code feedback only flagged 28% of the submissions as problematic, and (iii) 94.3% of students made some code quality error on individual assignments. Within this results, we believe that our tool can have a significant impact when used both as an formative assessment tool to support learning and as a learning analytics tool to improve teaching.

CCS CONCEPTS
• Software and its engineering; • Software creation and management; • Software verification and validation;

1 INTRODUCTION
Embedded systems play a pivotal role in today’s technology-driven world, often operating in critical domains where software reliability is not just a requirement but a necessity[10, 26]. The development of software for embedded systems, therefore, demands specialized attention, as any errors in these systems can lead to catastrophic failures.

To address the critical need for error-free operations in embedded systems, the industry has established a series of stringent standards and norms tailored for specific market niches [5]. Key sectors such as automotive [15], aerospace [30], and medical fields [14] have developed their unique set of standards, which aim to incorporate and enforce good project development practices. These industry-specific standards play a crucial role in guiding the product development process, helping to ensure that safe and correctly functioning products are delivered.

The implementation of these industry standards introduces an additional layer of complexity to the development process. Engineers are tasked with more than just ensuring the functionality of the application; they must also follow specific processes and develop code that adheres to specific rules and guidelines. This requirement for compliance demands a high level of expertise and experience. For instance, the MISRA C [23] standard for embedded software includes 69 pages of required and optional rules. Incorporating it into a course can be overwhelming for students, who are typically encountering embedded systems for the first time.

Designing correct software for embedded systems, especially for novices, poses a significant challenge. Students must master a broad array of topics, ranging from low-level programming languages and cross-compilation to peripheral integration, debugging, and interrupt handling. Furthermore, understanding how these components interact correctly to create an effective solution is crucial.
Introducing another topic, such as code and project quality, can be overwhelming in a course already saturated with new concepts.

An alternative to explicitly teaching these code quality’s rules is to offer code feedback in students’ projects and then require students to refactor their code to fix the issues found by the instructor. This practice, known as code reviewing, is already adopted in both open-source projects [19, 34] and large corporations [29, 32], and it has been shown to improve software quality metrics [4, 19, 22, 34].

Offering detailed code feedback to each student submission is time-consuming and error-prone, and it is usually offered only a few times per semester, if at all. It also demands a consistency and effectiveness hard to achieve when most of the issues are found by detailed reading of source code and instructors need to check each project twice to see if students fixed the issues correctly.

In this paper, we describe embedded-check, a tool that automatically checks for common mistakes students make when learning to code firmware. In Section 2, we review related work in embedded systems and education. In Section 3 we describe the course for which the tool was developed. In Section 4, we list 13 rules checked by embedded-check and detail which conceptual mistakes they represent. In Section 5, we describe how we validated embedded-check and, in Section 6 we present the results. Finally, we present our conclusions, possibilities for use of our tool and work in Section 7.

2 LITERATURE REVIEW

The industry has developed many standards to help ensure quality, safety’s and correctness of critical embedded systems, such as DO-178C [30], IEC 61508 [5], ISO 26262 [15]. Regulatory agencies such as the United States’ Food and Drug Administration also have published validation guidelines for embedded software [14]. More specifically to the C programming language, MISRA C [23] and BARR-C [3] are the two most used coding standards in embedded software [2]. These standards are large, complex, and represent a body of knowledge aimed at experienced engineers. Even more automated quality models specific to embedded systems such as the one described by Mayr et al. [21] are still too complex for use in classrooms.

Hatton [12] studies the type of restrictions imposed by “safer” subsets of the C language such as the previously cited MISRA C and BARR-C. According to Hatton, many of the rules or guidelines affect languages constructs that can cause, but not necessarily lead to, issues. Of these, Hatton differentiates between rules that are based on data and rules that are based on what he calls “folklore” (beliefs that engineers have that are not particularly associated with a known source). Not conforming to these standards do not imply that errors are present, but by adhering to them issues can be avoided. In contrast, static code analysis tools aim to identify parts of the code that have actual problems [36]. Some tools are specific to the challenges present in embedded systems [1, 17, 31] and there has been many successful studies in education as well [7, 8, 24]. Delev and Gjorgjevikj [7] is of special interest since it is based on the same tool as the current work (cppcheck), but focuses instead on introductory programming. In this work we focus on issues that arise in embedded systems only and do not address the type of issues that other tools focuses on, such as dead code, unused/uninitialized variables, and out-of-bounds errors.

The quality of embedded software has also been a topic of interest for research. Matogna et al. [26] does an empirical assessment of quality on embedded systems, citing that there’s so many specific to the area that more traditional approaches are not applicable. When analysing trade-offs between critical characteristics for embedded systems (such as correctness and security [10, 27] and energy efficiency [27, 35]) and more traditional Software Engineering metrics (such as maintainability and reusability), other studies [10, 27, 35] found a preference for the former over the latter.

This same trend seems to be present in embedded systems educational studies. Many previous works [13, 16, 20, 28, 33] describe either pedagogical strategies to increase student learning and engagement and/or the hardware and tooling that supports embedded systems courses. To the best of our knowledge, code quality has not been studied previously in the literature on embedded systems education. This is consistent with the findings in Kirk et al. [18], in which the authors claim the software quality is not present in most of the CS curriculums under study.

3 COURSE CONTEXT

This study was carried out at Insper an small, private university located in Brazil, within a Computer Engineering program. The Embedded Systems course is offered in the fifth semester (of a total of ten) in a sequential curriculum. The course spans 17 weeks and includes two in-person sessions per week, each lasting 2 hours.

The Embedded Systems course focuses on developing firmware in C for microcontroller-based systems. In the first week students take a C workshop taught jointly with other two courses [11, 25]. Core aspects of the language are taught so that, in week two students are already able to start coding simple firmware in C. In this course, we utilize an Atmel/Microchip ARM Cortex-M7 microcontroller (SAME70) along with a development board from the vendor (SAME70-XPLD). The course is taught in C, and we use FreeRTOS as the Real-Time Operating Systems (RTOS). Our primary resources are the vendor’s libraries, known as the Advanced Software Framework (ASF), and the vendor’s SDK integrated into Visual Studio. We also incorporate additional peripherals according to our needs, which include an OLED display with buttons and LEDs, a color touch LCD, Bluetooth and WiFi modules. The laboratory is well-equipped with devices that are easily accessible to students, who are free to use any of them. The course has its own GitHub repository containing a wealth of example codes (60 examples), which serve as references and templates for students.

The course is structured around two student-centered activities: laboratories and projects. Laboratories are in-class activities where students are introduced to new concepts through solving of concise, well-defined problems. These problems cover various topics such as manual reading, interrupts, Analog-to-Digital Converters (ADC) and RTOS. These activities are formative and help learning the fundamentals of embedded systems. There is typically one laboratory per week, and all are individual assignments.

Projects are designed to challenge students by encouraging them to apply the concepts they have learned in labs to solve more complex and comprehensive problems. These projects require the application of concepts acquired from multiple laboratory experiences to
develop a unified solution. Additionally, projects provide students with the opportunity to express their creativity and explore new ideas. As a result, most student projects tend to be unique, even when they are based on the same project statement.

The course consists of two projects, which are completed in pairs and typically span one month of development. In the first project, students are tasked with creating a gadget capable of playing monophonic music in a bare-metal environment. For the second project, students are required to design a custom Bluetooth controller for a PC application of their choosing. This project involves the use of a RTOS, and students are also responsible for creating the PC component. Both projects are evaluated using rubrics that encourage students to incorporate more advanced features into their projects.

Starting from the fourth lab, including the second project, the course incorporates the use of a RTOS. From this point onwards, students are required to integrate the RTOS into all their subsequent submissions. Specifically, students are expected to use FreeRTOS to structure their code, employing its features to create tasks for decoupling software components and implementing task-to-task communication, as well as manage interactions between Interrupt Service Routines (ISR) and tasks.

Due to the volume of individual assignments, there is no code feedback for laboratory work. Grades are assigned by a TA who analyzes the self-evaluation and briefly reviews the student’s code. In contrast, projects receive detailed code feedback and a thorough examination of the submission. After submission, the instructor reviews all projects and suggests improvements in the code. If a student fails to address the issues or improvements pointed out by the instructor, their grade is capped at a “C”, even if they initially achieved a higher mark. If the group makes the corrections and informs the instructor of these changes (by interacting in the issue), their grade is updated to reflect the level achieved in the submission.

4 RULES AND TOOL

Students were introduced to a set of essential rules that they should adhere to in all submissions. These rules, derived from faculty experience and constituting a small subset of what we consider the bare minimum for proficient embedded systems development, were integrated into the content of the labs and the specifications of the projects. They can be categorized into three groups: C language, embedded system and FreeRTOS specifics. Table 1 provides a summary of all the coding guidelines along with concise descriptions. In the following sections, we detail each rule and discuss the rationale behind them.

4.1 C language

We do not directly teach students how to structure code using .h and .c files; instead, they need to figure out by themselves how to do this. This set of rules (noIncludeGuard, clnHeadFile) is aimed at guiding students on how to correctly use these resources. In MISRA C [23], these rules are listed as E20.1: Header file contents should be protected against multiple inclusions and E.8.7: The memory storage (definition) for the variable should not be in a header file. By enforcing these guidelines, we implicitly encourage students to develop an understanding of modular C programming principles. This includes discouraging them from implementing functions in header files and from declaring variables there as well.

4.2 Embedded Systems

In embedded systems, global variables are useful for communicating between interrupt service routines and code running in the central dispatch loop and for holding RTOS resources like queues and semaphores. While we aim to promote certain uses of global variables, we also seek to discourage their application as a substitute for passing and returning values between functions through conventional means, as is common in other programming contexts. The rule wrongUseGlobalVar is designed to encourage students to properly utilize global variables. In the context of this course, the use of global variables is considered acceptable only when there’s a need to allow the communication between an ISR and the main function or to store RTOS resources such as queues and semaphores. This approach aligns with good embedded system practices, where the excessive use of global variables can lead to critical failures [6]. As students are required to use the volatile keyword to signal to the compiler that a variable is modified in the interrupt handler, they frequently misuse this keyword on variables that do not require it. To counter this, the wrongUseofVolatile rule was implemented. This rule aims to prevent the excessive use of volatile, which unnecessarily disables compiler optimizations. Additionally, the notVolatileVarISR rule obliges students to correctly apply the volatile keyword where it is indeed needed.

Students often attempt to do too much in an interrupt routine, rather than recording what needs to be done and handling it in the central dispatch loop. In a good embedded systems code, the complexity of an ISR shall be kept small and be handled fast; this prevents that another ISR from missing its deadline. This set of rules aims to prevent practices like blinking LEDs (delayInISR), updating displays (oledInISR), printing text on the terminal (printfInISR), or performing pin polling (whileInISR). The complexity of an ISR significantly impacts interrupt latency, increasing the risk of missing or delaying other interrupts. Thus, it is imperative to keep ISRs concise and straightforward, steering clear of unnecessary or complex operations such as updating external peripherals or making blocking calls. Most processing work should be shifted to tasks of lower priority or executed in a background loop. These rules are designed to guide students towards more efficient and effective ISR implementations.

4.3 FreeRTOS

FreeRTOS necessitates the use of a specific API when interacting with the RTOS during interruptions (ending with FromISR), which can be confusing to students. They must discern when to use each set of functions, a task that may appear straightforward initially but actually demands extensive knowledge of the code. Often, it is not explicitly clear whether a function is part of a software or hardware callback. The rule (RTOSMissingFromISR) addresses this common oversight in student submissions, which can lead to code failures. It ensures that the appropriate FreeRTOS functions are used within the context of an interrupt service routine, thereby preventing potential issues arising from incorrect API usage.
In addition to this, students sometimes mistakenly use these special functions where the normal API should be employed. To ensure correct API usage in such scenarios, the rule `rtosWrongUseOfFromISR` is implemented. This rule verifies that the standard FreeRTOS functions are utilized in the appropriate contexts, preventing the misuse of ISR-specific functions in regular task operations. This dual approach in rule enforcement aids in enhancing students’ understanding and correct application of FreeRTOS APIs.

RTOS provides communication resources between distinct parts of the code. Queues and semaphores can be utilized as means of communication between different code segments, such as ISR and tasks/main functions, thereby reducing the need for global variables. This approach not only enhances code security but also improves power efficiency, as it eliminates the need to constantly poll for changes in variables. The use of global variables, other than those providing access to RTOS resources, may indicate poor program structure and a failure to effectively leverage the advantages of an RTOS. The rule `rtosWrongUseGlobalVar` is designed to check for the presence of such variables, ensuring adherence to best practices in RTOS-based program design.

For certain rules, we needed to identify the interrupt callback functions. The embedded C library allows the use of callback functions for various peripherals hardware interruptions (e.g., GPIO, ADC), and these function names are not standardized. To address this, we traversed all the function calls in the code, searching specifically for those that configure these callback functions. Following this, we created a list of these functions, which is accessed when the rule needs to identify, for example, which global variables are accessed from an ISR.

The script includes a configuration file that enables flexibility and customization of certain aspects of the rule. For instance, it allows the use of global variables for specific types of FreeRTOS variables such as queues and semaphores. In this file, we also define which functions are considered critical and should not be used in an ISR. A limitation of the tool is its restricted capability to delve only one level deep in function call analysis. It is not able to verify the implementation of functions beyond this level, such as those called within an ISR. For instance, if a student makes a function call, and within that function, there’s another function call or a specific operation like a software delay, the tool would not be capable of performing verification at this second level of function calls.

### Table 1: Short description of the code quality rules.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>noIncludeGuard</code></td>
<td>All header files shall have include guards.</td>
</tr>
<tr>
<td><code>cInHeadFile</code></td>
<td>No implementation of code in header files (.h).</td>
</tr>
<tr>
<td><code>wrongUseGlobalVar</code></td>
<td>Only use global variables to pass information from an ISR to the main function.</td>
</tr>
<tr>
<td><code>notVolatileVarISR</code></td>
<td>All global variables accessed by an ISR must be declared with the keyword 'volatile'.</td>
</tr>
<tr>
<td><code>wrongUseOfVolatile</code></td>
<td>Only global variables that are modified during the ISR should be global.</td>
</tr>
<tr>
<td><code>delayInISR, oledlnISR, printfInISR, whileInISR</code></td>
<td>Exception handler code (interruption) should be fast, with no blocking/ slow code or external peripheral access.</td>
</tr>
<tr>
<td><code>rtosMissingFromISR</code></td>
<td>Special functions should be used when calling FreeRTOS functions from an ISR.</td>
</tr>
<tr>
<td><code>rtosWrongUseOfFromISR</code></td>
<td>When calling FreeRTOS functions from a task, normal functions should be utilized.</td>
</tr>
<tr>
<td><code>rtosWrongUseOfDelay</code></td>
<td>In most cases, RTOS delays should be preferred over software delays.</td>
</tr>
<tr>
<td><code>rtosWrongUseGlobalVar</code></td>
<td>When using an RTOS, its resources such as queues and semaphores should be employed.</td>
</tr>
</tbody>
</table>

#### 4.4 System Design

The tool is a static code analyzer developed using the abstract syntax tree (AST) generated by the `cppcheck` software [9]. It is implemented as a Python script that utilizes the output generated during code analysis. `Ccppcheck` includes a plugin for verifying specific MISRA C rules, and we used this as a foundation for the development of our own rules.

To conduct the analysis, we initially execute `cppcheck --dump` on the `main.c` file of the project. This process generates the AST in the `main.c.dump` file. Subsequently, this file is processed by the `checker.py` script, which is responsible for implementing the rules verification. The script includes an argument `--rtos` that activates the FreeRTOS-specific rules and deactivates the rule `wrongUseGlobalVar` which is replaced by `rtosWrongUseGlobalVar`.

#### 5 METHODS

We analyzed individual laboratory activities and group project assignments from three course offerings, specifically from the terms Fall 2021 (N=22 students), Spring 2022 (N=48 students), and Fall 2022 (N=26 students). Throughout these courses, we maintained the same core structure, ensuring no significant changes were made to the project or laboratory rubrics. Additionally, all courses were taught by the same faculty member.

For projects, manual code feedback was provided to students through GitHub issues, typically one to two weeks after the submission deadline. This feedback was grounded in the rules outlined on the course website and included any additional aspects the faculty deemed important for student revisions. These encompassed
recommendations for minor code refactoring, the creation of functions, adherence to code style, and corrections of any functional inaccuracies.

These manual feedback on code quality were systematically extracted from the students’ repositories and subsequently organized into tables. This data collection provides insights into the extent of effort required by faculty to provide this feedback. We use data from a total of 55 assignments for Project 1 (baremetal), distributed across three semesters, and 49 assignments for Project 2 (RTOS). For each project repository, we extracted several critical pieces of information: the total number of open issues, the number of issues resolved, the types of issues, the categories of errors, and detailed records of student interactions with each issue.

Projects were also analyzed using embedded-check, which was developed after students submitted their assignments. For this process, we cloned each student’s submission and checked out the git repository to the specific date relevant to their submission before the feedback. The data gathered was utilized to validate the tool by comparing it to the manually generated feedback from faculty. Additionally, the tool was employed on labs submissions to detect and categorize errors that students were making but had not been notified about.

6 RESULTS
The process of manual code feedback resulted in a total of 444 messages from faculty and 263 replies from students spread in 247 issues (65% solved) in Project 1 and 89 issues (44% resolved) in Project 2. Of these, 42 issues (13%) were related to code quality issues that embedded-check can check automatically. Table 2 provides a summary of all issue types for each project.

<table>
<thead>
<tr>
<th>Type</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code refactoring</td>
<td>55%</td>
</tr>
<tr>
<td>Rules violation</td>
<td>13%</td>
</tr>
<tr>
<td>Code malfunction</td>
<td>12%</td>
</tr>
<tr>
<td>Wrong rubric</td>
<td>7%</td>
</tr>
<tr>
<td>Documentation</td>
<td>5%</td>
</tr>
<tr>
<td>Solution questions</td>
<td>5%</td>
</tr>
<tr>
<td>Complements</td>
<td>3%</td>
</tr>
</tbody>
</table>

Table 2: Percentage Breakdown of Manual Feedback Types of 335 issues.

About half of the manual feedback issues were about code refactoring, which generally relate to better ways to design the code, but not potential correctness issues. The second largest category (13%) was the rules violations that embedded-check is designed to find automatically. To validate its effectiveness, we ran the tool on student submissions and cross-checked the results with the manual issues opened in students’ repositories relating to violations of the specified rules.

In the manual feedback process, typically, one issue is generated for each type of error. For instance, if a student incorrectly uses multiple global variables, the faculty would open only one issue to highlight this mistake. In contrast, the automatic tool generates a warning for each error. To compare the results from both methods, we adopted a binary approach to categorizing errors. If the tool detects, for example, four violations of a particular type, we consider this as a positive indicator of that error in that specific student’s repository.

Automatic analysis identified issues 2.6 times more frequently than manual analysis (150 vs 42). In no instance did the manual process detect an error that embedded-check failed to identify. Furthermore, in the manual process, we detected some errors in 28% of the repositories, whereas the automatic process, was able to detect a rule violation in 86% of student submissions. If all the errors detected by the tool had been identified manually, the proportion of issues reported concerning rule violations would have escalated to 34% increasing the significance of these types of errors in student submissions. A detailed comparison between the errors detected in the manual process and those identified by the tool is illustrated in Figure 1.

The manual verification process is labor-intensive and relies heavily on the reviewer’s attention. The challenge of analyzing a large number of submissions within a limited timeframe significantly impacts the final outcome. The quantity of lines of code further complicates the manual process. In this analysis, student submissions had an average of 353 effective lines of C code, along with 100 blank lines, distributed across 1.8 C files per project. Additionally, there were on average 1264 lines in header files, with 42 blank lines, spread across 3 files per project.

A detailed analysis of the differences between the manual and automatic processes reveals the following:

- **clnHeadFile**: The tool generates a warning for any type of code in header files. Variable declarations and struct initialization often go unnoticed in the manual process.
• **wrongUseGlobalVar, notVolatileVarIRS**: The challenge of thoroughly analyzing all code and global variables makes it difficult to individually identify variables that could have reduced scope. Additionally, the challenge of identifying callback functions, which may not have standardized names and could be defined in files different from `main.c`, adds to the difficulty.

• **delayInIRS,oledInIRS,printfInIRS**: Manual analysis depends on identifying which functions are interrupt and callback functions, complicating error detection.

• **rtosWrongUseOfDelay, rtosWrongUseGlobalVar**: The discrepancy between individual and automatic analysis could be related to the increased volume of code lines when RTOS is used, which makes identification more challenging.

Analyzing the errors in a non-binarized manner, we detected a total of 383 individualized errors, with the most prevalent being the misuse of global variables, as denoted by the combined occurrences of **rtosWrongUseGlobalVar** and **wrongUseGlobalVar**. Table 3 provides a summary of the results from the automatic analysis, broken down by each specific type of error.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Projects (%)</th>
<th>Labs (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>rtosWrongUseOfDelay</td>
<td>15.4</td>
<td>7.0</td>
</tr>
<tr>
<td>rtosWrongUseGlobalVar</td>
<td>13.1</td>
<td>55.4</td>
</tr>
<tr>
<td>rtosWrongUseOfFromISR</td>
<td>5.0</td>
<td>2.2</td>
</tr>
<tr>
<td>rtosMissingFromISR</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>printfInIRS</td>
<td>2.6</td>
<td>6.5</td>
</tr>
<tr>
<td>oledInIRS</td>
<td>2.6</td>
<td>1.4</td>
</tr>
<tr>
<td>delayInIRS</td>
<td>4.4</td>
<td>4.8</td>
</tr>
<tr>
<td>whileInIRS</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>notVolatileVarIRS</td>
<td>1.6</td>
<td>2.2</td>
</tr>
<tr>
<td>wrongUseGlobalVar</td>
<td>21.4</td>
<td>9.4</td>
</tr>
<tr>
<td>wrongUseVolatile</td>
<td>1.3</td>
<td>4.2</td>
</tr>
<tr>
<td>cInHeadFile</td>
<td>19.8</td>
<td>6.2</td>
</tr>
<tr>
<td>noIncludeGuard</td>
<td>12.8</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 3: Relative frequencies for Rule violations identified in Projects (N = 383 errors) and Labs (N = 1250 errors).

The tool facilitates an analysis of weekly lab assignments, a task that is not feasible manually due to the large volume of submissions. On average, there were 9.5 submissions per student across a total of 106 students. Theses 1132 submissions (54.4% baremetal and 45.5% RTOS) had a total of 1250 detected errors (see Tab. 3) with a mean of 11.9 violations per student (std=0.7). The tool identified that 94.3% of students made some type of error, with the most common errors being related to RTOS with **rtosWrongUseGlobalVar** (N=692), **wrongUseGlobalVar** (N=118), **rtosWrongUseOfDelay** (N=88), followed by the use of **printf** within ISRs (N=81). Errors that did not appear in the projects, such as **rtosMissingFromISR** (N=2) and **whileInIRS** (N=2), were identified in labs.

In laboratory submissions, there is no requirement to create header files, which leads to fewer errors in this aspect compared to the projects. The errors observed in lab submissions are often due to students creating individual libraries to aid their development process during labs. Additionally, we noticed a correlation between the errors committed in labs and in projects, indicating that students may be carrying over these errors from the conceptual laboratory exercises to the project work.

7 CONCLUSIONS

Code feedback can improve learning but is a time-consuming and error-prone process if done manually by instructors. In this paper we presented `embedded-check`, a tool that checks for common conceptual errors that students make when learning embedded systems. We validated it by comparing its output to manual code feedback given in three previous semesters. Not only `embedded-check`find all problems found by manual inspection, it also detected many more errors, almost tripling the number of detected mistakes. Thus, not only can `embedded-check`save instructors time, but it can also improve the detection rate for mistakes.

The tool can be utilized in various ways to enhance the educational process:

• Post-submission analysis: It can be used for a retrospective analysis of student submissions, helping to identify prevalent errors and assess whether changes in the course curriculum impact the reduction of these errors.

• Assistance in manual code review: The tool can support the manual code review process, making it more efficient and comprehensive.

• Continuous integration in submissions: Implementing the tool as part of a continuous integration (CI) system for individual or group submissions can ensure consistent code quality and adherence to best practices throughout the development process.

`embedded-check` can be extended to perform new analyses, especially in relation to the use of FreeRTOS by students. It is a frequent occurrence to debug student codes that malfunction due to the utilization of resources such as queues and semaphores without them having been properly created or the use of queues that were created for one data type but are receiving data in a different format. Additionally, examining the issues of Code Refactoring type that were manually created can provide insights into new rules that could be implemented in the tool.

When properly justified and thoughtfully considered, certain rules can be made flexible in specific situations. For instance, the use of global variables or the "printf" function within an ISR may not always be impractical; in some cases, it may offer a viable solution to a problem. However, any flexibility from established rules should be approached with caution and careful consideration, aligning with the practices commonly seen in commercial standards.
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