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ABSTRACT
In this paper, we explore three different methods for administering computer-based tests at scale: (1) a dedicated Computer-Based Testing Center (CBTC), (2) Bring Your Own Device (BYOD) exams proctored in person in the classroom, and (3) BYOD exams proctored online via Zoom. We conducted two randomized crossover experiments to compare pairs of modalities against each other (CBTC vs BYOD-in-person and CBTC vs BYOD-online). We found that testing modality did not impact students’ exam performance or students’ preparation before exams. However, we observed that students preferred the modalities in which they had recently received the highest scores. Our results indicate that several different modalities can be effectively used to administer testing at scale for CS courses.
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• Testing at scale; • Test delivery mode; • Synchronous versus asynchronous testing; • Computer-based testing;
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1 INTRODUCTION
During the COVID-19 pandemic, many faculty transitioned from paper-based exams to computer-based exams due to requirements of remote instruction [7, 11]. With the return to in-person instruction, many faculty have chosen to keep using computer-based exams. Computer-based exams present a number of advantages, including: they facilitate autograding, enable quicker feedback to students, enable more complex and diverse types of questions, and, for programming questions, they can provide a more authentic development environment. In addition, computer-based exams can facilitate scaling through reduced grading effort and paper management, which is particularly relevant to CS faculty due to increasing enrollments.

With the return to in-person instruction, faculty have additional choices about how to run their exams. During the pandemic, exams were typically run on the student’s computer (called “Bring your own device” or BYOD exams) either not proctored or proctored using teleconferencing software, with or without a lock-down browser. In-person instruction allows BYOD exams to be conducted in classrooms (much as paper exams are conducted) with in-person proctoring.

Alternatively, students can be asked to take exams on institutional computers. In computer science, there is a long tradition of running “lab exams” where mid-term exams are offered during existing lab sections in computer labs, using the provided computers [2, 10, 14]. Alternatively, some institutions have dedicated computer-based testing centers (CBTCs), which are computer labs used exclusively for testing [19]. The advantage of running exams on institutional computers are that every student can be provided an identical computer setup known to support any required software and the computer can be secured to prevent undesired communication and file access.

Clearly, these different proctoring approaches represent different logistics, requirements on course personnel, access to technology, access to space, and administrative support. They also potentially have different impacts on students, provide different opportunities to cheat, and might lead to different student studying behavior.

In this paper, we compare and contrast three methods of delivering summative assessments for a large junior-level computer science course. Specifically, we consider (1) BYOD exams proctored via Zoom, (2) BYOD exams proctored in-person in a classroom, and (3) exams conducted in a Computer Based Testing Center. We investigate the impact of testing modality on student performance and on students’ studying behavior. More specifically, we address the following research questions:

• RQ1: Does testing modality impact students’ performance in Computer Science exams?
• RQ2: Does testing modality influence students’ study behavior before their exams in Computer Science courses?
For RQ1, we will compare students’ overall performance on exams for a set of testing modalities. Exams in our course are comprised of multiple-choice questions, fill-in-the-blank problems and programming questions, which are more complex. Therefore, we will also compare performance in the different modalities for various sub-classes of problems. We hypothesize that factors such as security of the exam location, comfort with the location, resources available, and the presence of course staff may affect performance. If one modality is more secure than another, or perceived to be more secure, this could mitigate the potential for cheating. Students’ comfort with the exam environment may influence their performance. For BYOD exams, students use their own computers as opposed to the lab computers for the CBTC exams. Students may be more comfortable and efficient with their own computers, which may be reflected in performance data. The presence or absence of course staff may also affect students’ comfort. The aforementioned factors may interact in complex ways to impact performance across testing modalities.

For RQ2, we operationalize studying as the number of questions completed on practice exams provided by the instructor, as described further in the Methods section. RQ2 is of interest because the varied methods of administering exams provide different affordances to students. As an example, CBTCs provide more flexibility to students in terms of when they schedule their exams and study for these exams. The properties of the various modalities may prompt students to prepare for exams in different ways. Therefore, we will investigate study behavior across the modalities.

We will only address these research questions for contexts similar to ours, since we are using only one course for our experiments.

2 RELATED WORK

Most of the prior work related to investigating students’ performance across testing modalities has been focused on comparing paper-based tests to computer-based tests [15, 16, 21, 22, 26, 28]. This includes both in-person computer-based exams [22] and asynchronous online computer-based exams which may be completed at home [28]. Typically, the paper-based tests used in the studies are restricted to simpler question types such as multiple-choice questions or short response questions, due to the high cost of manually grading these tests. Consequently, in the studies, the computer-based tests were similarly limited to multiple-choice questions or short response questions, in order to maintain parity of question types across modalities to facilitate comparisons. In general, these prior studies do not show a statistically significant difference in performance for paper-based versus computer-based tests [4, 15, 23]. This result holds across a variety of academic levels for high-stakes summative assessments, such as a standardized test for K-12 students (specifically Grade 7 students) [21] and the Graduate Records Examination, for students who are seeking admission to graduate schools [22]. However, results have been somewhat mixed for some computer science exams. Prior research found a higher incidence of syntax errors on computer science exams for paper-based tests when compared to computer-based tests, although there were no statistically significant differences in performance across the modes [8, 17].

Students have reported a preference for online tests over paper-based tests when surveyed on the issue [5, 24, 30], even when there is no statistically significant performance difference between modalities [13]. Online exams allow for faster editing of exam answers [20] and provide more realistic assessment [18]. For instance, students preferred the ability to debug and test their code for programming exams, an opportunity that may be available for computer-based exams but not for paper-based exams [18]. Although online testing is preferred, students believe that cheating is easier for online examinations [1]. “Cheating in asynchronous, online examinations is at unconscionable levels” [5, 29]. There are many variables in online contexts which are hard to manage, such as internet access and communication among students. Likewise, Bring Your Own Device (BYOD) exams in class raise security concerns. Dawson identified several vulnerabilities of BYOD exams, “hacks”, which can undermine security [9]. For instance, students may be able to use keyboard shortcuts to maintain fast access to unauthorized resources on their computers. Recently, these unauthorized resources may include Large Language Models (LLMs), which have powerful capabilities [3] and whose outputs are sometimes difficult to distinguish from that of humans [12, 25].

The prior work comparing modalities leaves some important gaps in the literature. The types of questions that are used in the comparisons between modalities are often limited, which hampers the inferences that can be drawn from such comparisons. Additionally, for large-scale programming assessments, paper-based tests are often cumbersome to administer at scale. Computer-based tests can better facilitate testing at scale. Therefore, we focus on comparing various methods of administering computer-based tests. The prior research studies are also limited in that they look at a small number of high-stakes summative exams. In our work, we seek to compare different methods of administering computer-based tests across entire academic terms. As described in our Methods section, we are able to control for several factors such as difficulty of the exam. This allows us to provide more robust information on several feasible methods for frequent assessment at scale.

3 DATA AND COURSE CONTEXT

We conducted two studies at a large and competitive midwestern university in the United States. We used a computer science course on numerical analysis for the studies. The course is required for Computer Science students and is mostly taken by students in their second to fourth years of university studies.

With approval from our Institutional Review Board, we collected data from students for the two studies. Study 1 was conducted in the Spring 2023 academic term (January to May 2023) and Study 2 was conducted in the Fall 2023 academic term (August to December 2023). There was no extra credit or other reward offered to encourage participation in the studies, beyond possible improvements to CS courses. To be included in the research study, students had to (1) provide informed consent, and (2) complete all six exams in the course in the prescribed modalities, as described in our Methods section. Some students completed all six exams, but switched to a different exam section because of illness or conflicts. Those students were dropped from the study. In both studies, roughly 65% of all students met the requirements for participation.
The time limit for each exam was 50 minutes. All exams included 8-10 non-coding questions (multiple-choice questions and fill-in-the-blank numeric questions), and 2 coding questions. Exams were graded interactively, and students could re-attempt problems that they got wrong on a given exam within the 50-minute time period allocated for that exam. For the multiple-choice and fill-in-the-blank questions, students were allowed 2-3 retries after their initial attempt for partial credit. Students could attempt the coding questions an unlimited number of times and still receive full credit on those questions.

The exams were constructed as a series of “slots”, where each slot is associated with either a single problem or a pool of problems of similar difficulty and concept coverage from which every student gets a random draw. In addition, each problem is implemented as item generators, creating a range of randomly parameterized question instances.

For BYOD-Zoom proctoring, students needed a second device, such as a phone or tablet, to capture their face, computer screen, and work area on Zoom. This device was solely for proctoring purposes, with students completing the exam on their primary device, in which they were not connected to Zoom. The Zoom sections maintained a ratio of about 40 students to one proctor. In-person BYOD exams occurred in the classroom with a 20-to-1 student-to-proctor ratio. CBTC exams had two proctors per room—rooms have between 40 and 80 computers—and overhead video cameras that can be reviewed later to analyze suspicious behavior observed by the proctors. Both BYOD modalities were offered synchronously during class time, while the exams at the CBTC were offered asynchronously during a period of three days.

Demographic data is shown in Table 1. The majority of the students were male. Most participants were in the third or fourth year of college and none of them were in their first year of college.

<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>Gender</th>
<th>Standing (year)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td>Study 1</td>
<td>220</td>
<td>157</td>
<td>63</td>
</tr>
<tr>
<td>Study 2</td>
<td>218</td>
<td>166</td>
<td>52</td>
</tr>
</tbody>
</table>

Table 1: Demographics for the studies.

4 METHODS

We wanted to explore how exam modality influenced performance and study habits, if the modality did in fact have any impact. We therefore conducted two crossover studies, in two separate semesters. A balanced crossover study allows us to account for ordering effects (i.e. the order of the treatments potentially having an impact on outcomes). Additionally, crossover studies account for variations across students, since they can act as their own control, mitigating another possible source of variance.

In Study 1, students were randomly assigned into one of two groups, group A (n=104 students) and group B (n=116). The modalities for the exams were alternated for each group for each exam. Students in group A took their first exam in the CBTC, while students in group B took their first exam using the BYOD-Zoom format. For the second exam, the conditions were flipped, i.e., students in group A took their second exam using the BYOD-Zoom format, while students in group B took their second exam in the CBTC. The modality alternated in this manner for all six exams.

To check if groups A and group B were similar, we compared the average incoming Grade Point Average (GPA) of students in both groups. The incoming GPAs includes all grades from all prior college courses at the start of the academic term. There was no statistically significant difference in ability between students in the two groups, as measured by incoming GPA (t = 0.90, p = 0.37). The average GPA of students in the course was high; it was over 3.7 on a 4.0 scale.

In Study 2, students were randomly assigned to one of three groups, groups A (n=64 students), B (n=71), or C (n=73). For any given exam, two groups completed the exam in the CBTC and one group completed the exam in a BYOD-in-person setup. Therefore, every student in the study took four exams in the CBTC and two BYOD-in-person exams. Study 2 originally consisted of three groups as opposed to two groups solely because the classroom was not large enough to securely accommodate half of the students for BYOD-in-person testing; we wanted to have an abundance of spacing between students in the classroom to mitigate cheating. Students in the three groups have similar ability, based on a comparison of the average incoming GPA for the three groups. The average GPA was high for all three groups; over 3.7 on a 4.0 scale. We compared the three groups using a one-way ANOVA: F(2,215) = 1.73, p = 0.18. To simplify analysis, we will combine the two groups that used the CBTC for any given exam when we report our results.

![Figure 1: Exam Schedule for Study 1 (the schedule for Study 2 follows the same pattern). Students taking the BYOD exams took the exams on Thursdays during class time, while each student taking a CBTC exam selected an exam slot between Monday and Wednesday, inclusive.](image-url)

In both crossover studies, each exam was held over a four-day period. Students who were assigned to the CBTC for a given exam could complete it on any of the first three days of that four-day exam period. Students assigned to a BYOD modality took the exam synchronously during class time, on the last day of the testing window. Figure 1 illustrates this schedule configuration for Study
1, where the area of each circle indicates the number of students taking the exam on each exam day. Data from Study 2 results in a similar image, with small variations of the circle areas.

Given that CBTC exams are asynchronous, there was a potential for students to communicate among themselves over the exam period and share information with fellow students. By scheduling the BYOD exam for the last day of the testing window, we ensure that students in the synchronous format can also benefit from the dissemination of information that happens during asynchronous exams. If the synchronous exams were all held on the first day of the exam window, then that group would have no opportunity to benefit from communication. We note that students are actually not permitted to communicate about the exam content, but unfortunately, this may still occur. This has been described as “collaborative cheating” in the literature [6, 27]. If such communication did occur, we wanted to make sure both groups benefited equally; this allows us to isolate the impact of modality (i.e. BYOD versus CBTC) from potential benefits of collaborative cheating or communication.

### 4.1 Modality impact on performance

To measure the impact of exam modality, we fit an ordinary least squares (OLS) model that is suitable for quantifying the relationship between the exam environment and exam scores while controlling for confounding variables like GPA.

\[
s_{ij} = \mu_j + \delta GPA_i + \beta A_{ij}
\]

where the left-hand-side value \(s_{ij}\) is the raw exam score that student \(i\) received in exam \(j\) and \(A_{ij}\) is an indicator variable that is 1 if student \(i\) took the exam \(j\) in a BYOD mode and 0 if at the CBTC. We used GPA as a control variable, where \(GPA_i\) is the incoming GPA of student \(i\). Variables \(\mu_j\), \(\delta\), and \(\beta\) are the regression parameters that we want to estimate and can be interpreted as follows:

- \(\mu_j\): The mean score of exam \(j\)
- \(\delta\): The coefficient corresponding to the ability of student \(i\)
- \(\beta\): The score advantage when taking a BYOD exam

To get the effect size and remove the impact of the difficulty of each exam, we also fit regression models using standardized \(z\)-scores:

\[
z_{ij} = \delta zGPA_i + \beta A_{ij}
\]

where \(z_{ij}\) is the exam \(z\)-score that student \(i\) received in exam \(j\) and \(zGPA_i\) is the incoming \(z\)-scored GPA of student \(i\).

To better understand if a group of students seem to benefit more from one modality over the other, we obtained the score advantage per student from the following ordinary least squares (OLS) model:

\[
z_{ij} = \alpha_i + \beta_i A_{ij}
\]

where \(\alpha_i\) represents the ability of student \(i\) and \(\beta_i\) can be interpreted as the score advantage of student \(i\) when taking a BYOD exam.

### 4.2 Modality impact on studying

To quantify studying behavior, we counted the number of problems students attempted on practice exams that were made available a week before each exam, for each modality. The practice exams were generated from the same randomly-parameterized question pools used to generate the actual exams, with the exception of the two coding questions. The practice exams were also delivered through the same learning management system as the actual exams. Students could generate as many practice exams as they wanted in order to prepare. Because of the practice exams’ similarity to the actual exams, as emphasized by the course instructor, we believe that the number of questions a student earnestly attempts on practice exams is a good proxy for their overall studying for exams. We classify a problem as attempted earnestly if a student gets it right or spends more than 60 seconds on the problem.

## 5 RESULTS

### 5.1 No difference in aggregate performance across modalities

From the aggregated raw exam scores, there was no statistically significant difference in students’ performance when modality was changed. Figure 2a shows the average exam scores for Study 1, indicating similar performance on exams in the BYOD-Zoom format and CBTC. Figure 2b shows the average exam scores for Study 2, which also reveals no statistically significant difference in performance between exams in the BYOD-in-person format and CBTC. In Section 5.2, we dig deeper into the data to determine if various sub-populations of students had different performance across the testing modalities.
5.2 Computing the average score advantage based on exam modality

Using data from Study 1, the regression model in Eq.1 shows that students do not get any significant advantage when taking exams in BYOD mode with Zoom proctoring, compared to exams at CBTC ($\beta = -0.23, 95\% \text{ CI } [-1.68,1.22], p = 0.76$). Using standardized z-scores in a similar analysis, the advantage is found to be $-0.02$ standard deviations and not significant ($p = 0.65$). We find similar results when comparing BYOD with in-person proctoring and CBTC exams, with $\beta = 0.044, 95\% \text{ CI } [-1.69,1.78], p = 0.96$, and effect size equal to $-0.0099$ ($p = 0.87$).

5.2.1 Disaggregating by question type. Coding questions typically test application and problem-solving skills, while non-coding questions often assess theoretical understanding and knowledge recall. We repeated the regression analysis in Eq.1, but replacing $s_{ij}$ with the score a student $i$ obtained in question $j$. The results indicate that there is no significant impact on exam modality when looking separately at coding and non-coding questions.

5.2.2 Disaggregating by gender. When looking at only male and female groups, our regression models continued to indicate no significant difference between exam modalities.

5.2.3 Computing the score advantage for each student based on exam modality. The standardized $\beta$ distribution (score advantage for students taking exams in BYOD mode) resulting from Eq.(3) is illustrated in Fig. 3a for Study 1 (with Zoom proctoring) and in Fig. 3b for Study 2 (with in-person proctoring). As expected, the average of the distributions is equal to $-0.01$ for both Study 1 and 2, consistent with the results obtained above for Eq.(2) (i.e. no effect).

Figure 3b reveals that some students may be doing much better or much worse in BYOD. Our first hypothesis was that some students are just more “comfortable” in one of the exam modalities and hence do better. To investigate the effect of students’ preference between modalities, we used results from a survey given to students included in Study 2. The survey asked students, "Do you prefer to work on the exams on your own laptop or on the CBTC computers?" Students had to select from the following options: -2 for Strongly prefer my own laptop, 0 for No preference, 1 for Prefer my own laptop, and 2 for Strongly prefer my own laptop. Overall, there were 51 (30.7%) students who either preferred or strongly preferred the CBTC, 70 (42.1%) students who preferred or strongly preferred the BYOD format and 45 (27.1%) students who had no preference. A number of students did not fill out the question which asked them to indicate their preference.

Our analysis indicated a weak correlation between students’ scores and their preferences. Students who reported preferring to use their own devices had on average a standardized advantage of $\beta = 0.14 (p=0.05)$, representing a significant advantage when taking exams in the BYOD format. Students who reported no preference or who preferred CBTC computers did not have any significant advantage in either modality. It was not clear at first the direction of causality, i.e. do students perform better in the modality of their preference, or do they report preference for the modality they perform better in? Since the survey was given to students in the middle of the academic term, we repeated the regressions analysis from Eq.3 using two different datasets: one including only the first 3 exams, which took place almost completely before the survey, and another one including the last 3 exams, which happened almost completely after the survey. The results are summarized in Table 2.

We see that for the exams taken before the survey was administered (the first 3 exams), students who reported a preference for CBTC had on average a negative standardized score advantage ($\beta = -0.29$), meaning they scored higher in the CBTC relative...
to BYOD-in-person. Likewise, those who reported a preference for BYOD had on average a positive standardized score advantage (β = 0.24), meaning they did better in the BYOD-in-person modality. Both effects were statistically significant.

However, for the exams taken after the survey, these relationships completely disappeared. That is, students who reported a preference for the CBTC did not do better in it, and similarly for BYOD-prefering students. These results indicate that students prefer the exam modality in which they most recently scored higher, but their preferences are not predictive for future exams. This implies that it is random variation in their performance that is causing the preference, not the other way around.

Finally, we looked at the scores of the outliers (the students who appeared to do much better or much worse in one modality). We believe that the larger discrepancy between the average scores in both modalities for these students is due to them doing very poorly in one of the exams, likely due to the course policy that the lowest score is dropped from the final grade calculation.

5.3 No difference in exam practice across modalities

There was no statistically significant difference in the number of practice questions attempted earnestly when modality was changed. This result held for the CBTC versus BYOD-in-person modality (see Figure 4a) and the CBTC versus BYOD-Zoom modality (see Figure 4b). However, it is possible that the pacing of the studying differed. Preliminary unpublished data from interviews with students indicate that they prepared at different times for asynchronous versus synchronous exams. Some students reported that the flexibility provided by the asynchronous CBTC testing format allowed them to postpone exams until they felt comfortable with their preparation.

6 DISCUSSION

While we suspected that increased opportunities to cheat on BYOD exams might have led to increased performance, this was not evidenced by our results. There are several possible reasons for this finding in our context. First, in the CS course we examined, the instructor provided practice quizzes that were very similar to the actual exams. The benefits from the practice quizzes may have eliminated an advantage of one modality over the other. The practice quizzes may also have removed an incentive for cheating. Second, students are given access to the course notes through the assessment platform, during both the CBTC and BYOD exams. This may also have disincentivized cheating. Additionally, the large number of proctors for the BYOD conditions could have enhanced the security of the exams. Our findings may have been different if we had fewer proctors or a higher student to proctor ratio.

We are currently in the process of conducting interviews with students. These interviews will help us to discern whether specific features of the various modalities affect students’ outcomes. Although we did not find that modality impacted performance in the aggregate, it is plausible that some properties of the modalities could independently have a beneficial or harmful impact on students’ outcomes.

7 LIMITATIONS

An important limitation of our experiments is that we used only one course at a single competitive university. Results may vary for different types of CS courses or student populations. We hope to repeat the experiment with more courses to see if results hold.

A second limitation of our work is that the initial analysis of studying behavior did not capture the timing or pacing of students’ studying. Rather, we only examined the amount of studying done. In the future, we intend to collect more data on when students prepare for exams for the various modalities. If one modality promotes distributed practice as opposed to massed practice (i.e. cramming), instructors may decide to transition to that modality to encourage consistent studying over time.

8 CONCLUSION

We conducted two studies where we varied the testing modality used for CS exams. We found no evidence that modality impacted performance or students’ studying behavior. Our results indicate that there are several methods which can be equally effective for delivering computer science exams at scale.
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