Quickly Producing “Isomorphic” Exercises: Quantifying the Impact of Programming Question Permutations
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ABSTRACT
Small, auto-gradable programming exercises provide a useful tool with which to assess students’ programming skills in introductory computer science. To reduce the time needed to produce programming exercises of similar difficulty, previous research has applied a permutation strategy to existing questions. Prior work has left several open questions: is prior exposure to a question typically indicative of higher student performance? Are observed changes in difficulty due to the specific surface feature permutations applied? How is student performance impacted by the first version of a question to which they may be exposed?

In this work, we pursue this permutation strategy in multiple semesters of an introductory Python course to investigate these open questions. We use linear regression models to tease out the impacts of different surface feature changes and usage conditions. Our analysis finds similar tendencies as in prior work: question versions available in study materials tend to have 5 – 11 percentage point higher scores than novel permutations and more “substantial” surface feature changes tend to produce harder questions. Our results suggest this last finding is sensitive to how evenly permutations are applied across existing questions, as the precise impact of individual permutations changes between semesters.
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1 INTRODUCTION
One key way to assess students’ ability to program is through programming exercises. However, assessing programming ability faces a few hurdles. First, enrollment in computer science departments has grown in both the major and non-major serving courses each year [2, 6, 9, 16]. This adds a strain to assessing programming skill in the form of grading overhead. Computer-based assessment partially mitigates this overhead by leveraging automated grading [1, 14, 40].

Mitigating grading time does not totally overcome the second hurdle: question authoring time. It takes time to come up with new programming exercises, write the prompts, and write and test the autograding scripts for them. Towards addressing this issue, we previously developed a permutation strategy to rapidly author new programming questions based on existing prompts [17]. Our goal was to produce questions with similar topic coverage and similar difficulty for use on versioned exams (exams that are generated from question pools for each student) to mitigate cheating. We produced a “taxonomy” of question surface features (discussed in detail in Section 3.1) that could be used to generate the question permutations. The permutations were applied manually, but permitted a “copy and modify” strategy that reduced question development time relative to authoring brand new questions.

This approach showed promise based on the one semester of data we collected. The questions were of relatively similar difficulty: permuting base questions changed the average likelihood of students answering the new variants correctly by at most 11%. In addition, a notable feature of the previous work’s data collection is that many of the permuted exam questions were generated from base questions — preexisting questions to which permutations were applied — that were on the students’ homework, in an effort to align the formative and summative assessments [11, 13, 25]. We had included these base versions on some of the versioned exams to compare the performance of the base version to the permutations.

In this work, we aim to expand upon the original work with five semesters worth of data where in each semester we vary which version of the questions are included on the homework and/or practice exams. This experimental design allows us to more precisely characterize this permutation strategy. Specifically, we investigate the following research questions:

RQ1: How much easier is a question when that version of the question was on homework?
RQ2: Which permutations consistently impact question difficulty across multiple semesters?
RQ3: Do base questions tend to be easier than their permutations (that is, do we as question authors write the most obvious/easiest questions first)?
2 RELATED WORK

2.1 Isomorphic questions

The term “isomorphic question” refers to variant exercises for which a number of elements are kept the same between versions [3]. In our work, we are most interested in item isomorphs, for which the underlying solution does not significantly change, therefore testing largely the same concepts at a similar level of difficulty as the original question [23, 24].

There is growing work in computing focusing on the creation of these isomorphic questions. Butler et al. [5] manually wrote variants of questions students would receive on exams in order to test whether they could be used for fair assessments (that is, each variant was isomorphic). They found not all variants were the same with respect to student scores or time-on-task. For example, variants which required testing for odd numbers appeared less intuitive and harder than variants testing for even numbers. Parker et al. [32] built a series of isomorphic questions in order to extend the available pool of high quality, validated questions for their Assessment of Computing for Elementary Students (ACES). Their changes included both changes to question prompts and changes to the display of answers and found that most of their changes produced significantly different outcomes, seemingly due to changes made in prompts involving spatial layouts [30]. Zingaro and Porter [43] wrote isomorphic questions based on class exercises to use on final exams, with each set of isomorphic questions having two in-class exercises (Q1 and Q2), then a final exam exercise (Q3). They found students who answered both Q1 and Q2 correctly were 81% likely to answer Q3 on the final and also found positive learning gains among students who missed Q1 initially but succeeded on Q2, having a 70% chance of getting Q3 correctly. Isomorphs have additionally been used to replicate the Foundational CS1 (FCS1) assessment [31], assess peer learning outcomes [21, 35], and facilitate smaller, more enjoyable, repeat testing through automatically generated test forms [24].

The permutation strategy work has currently focused on the goal of creating isomorphic questions. These variants are created by identifying what constitutes surface features of programming prompts, regardless of contextualization. In brief, the permutation strategy permutes what we currently believe to be the smallest unit of change in a question’s prompt which should keep the question in the same category of problem and with a similarly difficult solution. As this strategy focuses on changing “surface features,” we next briefly review some of the work on the features of question prompts.

2.2 The impact of question prompt features on problem solving

The impact of changing question features on intended isomorphs is well studied. For example, creating isomorphic versions of the classic Tower of Hanoi problem where towers are replaced by aliens or even more mundane things like flagpoles can increase problem solving time by at least three times [18, 28]. While the permutation strategy work is intended to create isomorphs, how novices recognize problems may complicate this matter [12]. In this section, we briefly review other work which looks at how question features impact student performance.

Differential focus on problems’ features between experts and novices is a well-documented phenomena in a number of domains, including physics, mathematics, biology, and computer science [7, 8, 20, 27, 34, 38]. From a cognitive science lens, this differential focus and perception appears to impact novices’ ability to successfully utilize key information about problems and produce correct solutions across multiple fields [36, 42]. Chi et al. [7] suggest students use this information to categorize problems and it is this categorization which may inform how students approach solving problems. Much of the work investigating these surface feature changes come from the physical sciences [19, 26, 41].

There is a growing body of work on how programming novices handle question contexts and features, with mixed results. Bouvier et al. [4], conducted a multi-institutional study using a “Satellite problem”, in a similar style to the classic Rainfall problem, in comparison to the same problem with all context removed, finding no difference in performance. Craig et al. [16] compared students’ performance on longer form, context-rich programming prompts versus the same prompts divorced of context. Despite the hope that adding context would make questions easier, only one contextualized question saw better performance by students. Leinonen et al. [22] had contradicting results: they divided students into three groups (two with context, one without) and had them complete two function programming exercises each. While the contextless group performed similarly to the context groups when given an expected result from the function, they performed significantly worse when not given sample starting arguments to the function. Finnie-Ansley et al. [15] presented a group of 32 computing students in differing parts of their undergraduate education with a series of 30 programming question prompts to group into clusters in a card-sorting exercise. They found that students tended to focus on surface level details—question context, input and return types, and the need for error correction in the prompt—when asked to compare the prompts, but could be encouraged to group by common programming patterns when explicitly asked to consider the solutions to a problem. In summary, the impact of context and question features on computing novices appears to depend heavily on their familiarity with that context and whether the context can provide guidance.

3 METHODS AND DATA

3.1 Question variants using surface feature permutations

For our study, we apply a surface feature permutation strategy introduced in previous work [17]. The process starts by writing a base version of a question that addresses a given set of learning objectives. Variants are written from that base, by manually applying one or more permutation strategies to the base question. This involves changing the question prompt, any given code, and test cases (when automatic scoring is being performed). The permutation strategies are listed in Table 1, with the less impactful permutations at the beginning and the most impactful permutations at the end, as per the previous work [17].

Below, we illustrate the variant writing process using a Python programming question from our data set. We will start with the question progListEmpty, with the following prompt:
### Permutation Description

<table>
<thead>
<tr>
<th>Permutation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>The pre-existing question from which variants were generated (i.e., the first question written in a set of variants)</td>
</tr>
<tr>
<td>Var Name Change</td>
<td>Change the name of parameters used in a question prompt</td>
</tr>
<tr>
<td>Function Name Change</td>
<td>Change the name of the function to be written in a question prompt</td>
</tr>
<tr>
<td>Prototype Added</td>
<td>Add a function prototype to a prompt without one</td>
</tr>
<tr>
<td>Prototype Removal</td>
<td>Remove the provided function prototype from a prompt</td>
</tr>
<tr>
<td>Order Swap</td>
<td>Swap the order of parameters in a function</td>
</tr>
<tr>
<td>Constant Change</td>
<td>Change constants involved in a prompt, e.g., “last 3 elements . . .” to “last 5 elements . . .”</td>
</tr>
<tr>
<td>Polarity Reverse</td>
<td>Change question “polarity” e.g., “positive” to “negative”, “greater than” to “less than”</td>
</tr>
<tr>
<td>Data Type Change</td>
<td>Change the data types of one or more parameters, e.g., lists to dictionaries or integers to floats</td>
</tr>
</tbody>
</table>

Table 1: The informal surface feature taxonomy from prior work [17]. We group "Order Swap" with the perceived more "complex" permutations.

Create a function called list_empty that takes a single argument of type list. Your function should return True if the list is empty (i.e., has no elements). Otherwise, return False.

One new variant in Fall 21 used Polarity Reverse and Function Name Change, which we present below with changes bolded:

F21-1: Create a function called determine_content that takes a single argument of type list. Your function should return False if the list is empty (i.e., has no elements). Otherwise, return True.

### 3.3 Course structure

Our data comes from five semesters worth of exams from a large enrollment, introductory Python course for non-majors. The number of students varies by semester, as well as by exam (due to attrition). The maximum number of students per semester is as follows: 583 from Spring 2020, 645 from Fall 2020, 697 from Spring 2021, 720 from Fall 2021, and 576 from Fall 2022. Each semester had the same exam structure: three 50-minute exams with approximately 30 questions each and one 180-minute final exam with approximately 46 questions. All exams and practice exams are hosted using a web-based exam platform, PrairieLearn [40]. Exams were all taken on a computer with Python interpreter access, but the testing environment differs slightly between semesters. For Exam 1 in Spring 2020 and for all of Fall 2021 and Fall 2022, students took their exams in a proctored computer lab. In the rest of Spring 2020 and for Fall 2020 and Spring 2021, exams were instead taken synchronously online with Zoom proctoring due to the COVID-19 pandemic. Spring 2022 featured an exam structure that differed from the course’s typical structure and is omitted from the paper’s analysis.

PrairieLearn supports randomly-versioned exams, where programming questions are randomly selected from question pools [40]. Each pool of questions is intended to test a particular set of learning objectives at a particular difficulty level. The questions that were involved in the surface feature permutation were short programming question prompts whose answers require less than 10 lines of code and that use test cases for automatic grading. Our data analysis includes those questions involved in variant permutation and the other programming questions from the exam (prompts that were not permuted) to improve model fit.

### 3.3 Homework, practice-first, and hidden

A significant number of our permutation groups included one (or more) of their versions on the homework and/or practice exams. This was intended both to motivate students to understand the homework and practice exam material (rather than plagiarize), because doing so would prepare them for the exam, and to align the formative and summative assessment in the course. For this research, we included these homework and practice exam questions in the question pools on exams in order to evaluate how much having previously seen a version of the question would impact the score on that question on the exam. Questions that the students could see first on homework are called homework questions. Those questions which appear first on practice exams are practice-first questions. Finally, any questions which appear only on exams are referred to as hidden questions.

Each semester, we varied which questions from a permutation group were on the homework. In this way, we could decouple the effect of having seen a question before from the inherent difficulty of the question. In Spring 2020, only base questions were homework questions; in later semesters, a mix of bases and variants were homework questions. Further, exam construction saw more difficult questions rotated out as the semesters progressed, which had an impact on the ranges of difficulties present.

### 3.4 Data Collection and Analysis

With IRB approval, we retrieved the scores students received on these questions during exams. Students were given multiple attempts with a point being deducted from the maximum score for each incorrect attempt. Intermediary partial credit is given based on the number of tests cases passed in between each attempt. In total, we have 11,433 scores for Spring 2020, 13,538 scores for Fall 2020, 13,830 scores for Spring 2021, 13,713 scores from Fall 2021, and 12,189 scores from Fall 2022.

In order to isolate the impact of permutations (and whether the question was on homework or practice exams), we used an ordinary least squares regression with the statsmodel Python package [37]. We ran the same model on all of the data combined, as well as for each semester individually. The general form of the model is as follows:

$$score_{ij} = \sum_{k=0}^{z} a_k V_{ik} + \beta_1 S_j + \gamma_1 B_i + \sigma_1 H_j + \theta_1 P_l$$

In the above formula, $i$ refers to a specific question, $j$ refers to a specific student, $k$ refers to a specific permutation type, and $z$ is the total number of permutations that could be applied. Our

---

1As mentioned in the introduction, we use the term “base” to refer to the first version of a permutation group that was written; the version the permutations were “based” on.
dependent variable, score, ranges continuously from 0 to 1 to capture the possible partial credit students can receive on a question. Our independent variables and coefficients are enumerated below:

- $\alpha_k$ is the coefficient associated with a given permutation type. $V_{ij}$ is an indicator variable representing whether permutation $k$ was applied to question $i$.
- $\beta_j$ is the coefficient for the ability of student $j$ and $S_j$ identifies the student.
- $\gamma_i$ is the coefficient describing the difficulty of $i$’s base question $B_i$.
- $\sigma_i$ is the coefficient capturing the added difficulty of a question being hidden, where $H_i$ is an indicator variable for whether $i$ was hidden.
- $\theta_i$ is the coefficient capturing the added difficulty of a question being practice-first, where $P_i$ is an indicator variable for whether $i$ first appeared on practice exams.

We chose our independent variables such that we could tease out the impacts of each permutation strategy and the impact of being a hidden question, while controlling for individual student ability and the overall difficulty of the questions in a set of variants as indicated by their shared base’s difficulty. The reference category here would be a generic question with no permutations applied and no other variants that appeared on homework first.

4 RESULTS

The results from all runs of the regression are provided in Table 2. All adjusted $R^2$ values are between 0.2 and 0.5, which recent work considers acceptable for examining correlations with respect to human behaviors and performance so long as some predictors are statistically significant [29]. Our regression coefficients serve as unstandardized effect sizes [33]. As a reminder for interpretability, our dependent variable is a continuous score ranging from 0 to 1. A coefficient of 0.05 would indicate a 5 percentage point change in score. Given we have no coefficients with magnitude over 0.11, we find our effect sizes reasonable for question level score differences.\(^{2}\)

4.1 Hidden and practice-first questions always have lower predicted scores

As one might expect, the first result from the regression’ coefficients is that questions being hidden — that is, appearing only on exams — and appearing on practice-first predict a lower score than questions which are previously provided to students on homework. All semesters have significant p values, with most under p < 0.001. In general, questions being hidden predicted a score difference of 11 to 7 percentage points on programming prompts. On average, we would expect students to get 8 percentage points less on hidden questions accounting for permutation and student differences. Practice-first questions were similar, although not always statistically significant, with an average of 7 percentage points worse score outcomes. The coefficients are presented in Table 2.

Spring 2020 saw the largest impact from questions being hidden, predicting a 11 percentage point lower score than with non-hidden questions. Spring 2020 was also the semester where only the base versions of the questions appeared on homework. We expand on the idea of base questions always being easier in Section 5.4.

4.2 Permutations have a relative ordering

Next, we address the coefficients for the permutations applied to questions. The results in Table 2 here are similar to the results from prior work [17]. That is, the “complex” permutations (OrderSwap through DataTypeChange) tend to have highly significant (p < 0.001), comparatively large (often from a 3 to nearly 10 percentage point difference in score) negative coefficients, while the “less complex” (VarNameChange through PrototypeAdded) are not as significant or as large. However, there are outlier semesters, notably Fall 2021 with respect to the DataTypeChange permutation, where the questions were predicted as significantly easier with a relatively large effect (6 percentage points). This may be due to deliberate removal of known difficult questions during exam writing, as Fall 2022 sees the trend generally restored, which we expand upon in Section 5.3.

5 DISCUSSION

5.1 RQ1: Prior exposure to questions does lead to consistently higher performance

Our answer to RQ1 is expected but helpful to confirm: regardless of the semester or permutations applied to questions, questions that appear only on an exam as opposed to being reused from homework have a lower score. The hidden coefficient is always significant and almost always at the p < 0.001 level. In practice, this means that we would expect the same question used as homework in one semester and as a hidden question in another semester to have a 5 - 11 percentage point lower score when used in the hidden condition.

Whether a question is hidden or not has more impact on question scores than most permutations. In some semesters, hidden is the largest coefficient; in others, only “complex” permutations have similar or larger coefficients. This general trend is shared by practice-first questions. In fact, in some semesters, practice-first can be harder than hidden questions. We attribute this to deliberate exam construction: one of the motivations for creating course practice exams was to have some of the hardest questions appear on practice exams as study motivators and to reduce anecdotal student complaints of exams being strictly harder than practice exams.\(^{3}\)

5.2 RQ2: In general, the “complex” permutations lead to larger score changes

The answer to RQ2 appears to be as follows: the more “complex” permutations of DataTypeChange, PolarityReverse, ConstantChange, and OrderSwap almost always produce more difficult versions of questions than the “less complex” permutations. The one outlier is DataTypeChange in Fall 2021. However, if we consider the absolute value of the change as what matters, this still fits the trend, as DataTypeChange produced consistently easier variants in that semester.

If we consider complexity as a measure of how consequential the change is to a question, these results are reasonable. Changing

\(^{2}\)Unstandardized effect sizes are sensitive to the units they measure. An 11 percentage point difference in exam score would be a full letter grade. As our programming prompts range from 7 to 9 points, average differences are less than a full point.

\(^{3}\)This did not work: students still claimed that the exams were harder than practice exams.
variable names, function names, or the presence of a function header does not substantively change a question’s solution. Changing the data types involved, constants involved, or the direction/polarity of a prompt all have the possibility of creating more substantial, and more difficult, changes. For example, changing a question that compared the magnitudes of integers to compare the lengths of strings adds additional operations to the code. Likewise, consider a base question where students should print every element in a list. By changing the constant every to every other, the solution becomes one step more complicated, requiring students to include some sort of step-size in their loop.

5.3 RQ2: Variance due to exam construction

The most significant difference in impact across semesters is the notable positive coefficient for DataTypeChange in Fall 2021. Why might these differences exist between semesters? Part of this may be attributable to exam construction.

Starting in Fall 2020, but particularly in the 2021 semesters, members of the course staff put in explicit efforts to better balance the question pools on exams. This balancing involved removing variants that were notably easier or notably harder than others and reorganizing questions such that all the questions in a pool had similar historical averages. The impact this tended to have was removing more “complex” permutations, such as those using DataTypes f:

\[ \text{Var Name Change} \]

\[ \text{Function Name Change} \]

\[ \text{Prototype Added} \]

\[ \text{Prototype Removal} \]

\[ \text{Order Swap} \]

\[ \text{Constant Change} \]

\[ \text{Polarity Reverse} \]

\[ \text{Data Type Change} \]

\[ \text{Hidden} \]

\[ \text{Practice} \]

Table 2: Relevant regression coefficients, presented as the predicted impact on question scores from 0 to 1. In general, the more “complex” permutations, later in the table, have larger and more significant results. *** \( p < 0.001 \), ** \( p < 0.01 \), * \( p < 0.05 \)

5.5 RQ3: Why is OrderSwap so negative?

A surprising result is the large, significant, and negative coefficient for OrderSwap. Unlike the other consistently difficult permutation strategies, OrderSwap should not be making a consequential change in the solution. We came up with the following hypothesis: OrderSwap is difficult because the swapped parameters contradict more natural ordering for arguments. For example, if OrderSwap consistently swaps the start of a number range for the end of a number range, students may use these arguments in left-to-right order out of convention, regardless of the question prompt.

We expect that “complex” permutations have a large effect on difficulty precisely because of the impact they have on the length and complexity of the solution code. Future work could look at changes a permutation necessitates in solutions to programming exercises as a metric of permutation complexity.

5.4 RQ3: Negative coefficients: We tend to write the most obvious exercise first

What is perhaps surprising is that not only are the magnitudes of the “complex” permutation coefficients large, they are pretty consistently negative. This suggests that the variants tend to be more complex than the base version even though, intuitively, permutation isn’t inherently directional. That is, the base version can also be viewed as a permutation of any of the variants.

We believe that the base version tends to be easier precisely because it was the first one written. That is, we are likely to write the most obvious, straightforward version of a question first. This is clearly true in cases where we permute a question like print every element of a list to become print every other element (or, even more so, for a second ConstantChange variant print every third element). It may be less obvious, however, for permutations that substitute negative numbers for positive numbers, odd numbers for even numbers, or floats for integers, but these superficial differences can trip up novices.

We expect that “complex” permutations have a large effect on difficulty precisely because of the impact they have on the length and complexity of the solution code. Future work could look at changes a permutation necessitates in solutions to programming exercises as a metric of permutation complexity.
approximately the same as other variants. In this case, defying a more natural ordering was not impactful.

Finally, there is a variant that swaps x1 and x2 in a prompt to “return the smallest of x1 and x2”, which should not have an impact on correct solution code. Whether students first check “x1 < x2” or “x2 < x1” is irrelevant: a correct solution will work regardless of the parameter order. In spite of this, this order swap variant was tied for the second lowest average score from that group that semester (82% vs 79%, the lowest). For some reason we cannot yet discern, this swap appears to have had a meaningful result despite not requiring different solution code.

5.6 Implications for Practice: How isomorphic do you need your isomorphs?
The creation of isomorphs through surface feature permutation, ideally, wants to produce actual isomorphs. However, our results leave an open question: which permutations produce isomorphic questions? Our answer to that question is that all of the strategies produce reasonably isomorphic questions, given the impact on scores is not much different than the impact Zingaro and Porter [43] found when using isomorphs to investigate in-class learning with an 87% correctness rate on isomorphic questions for students who learned the material in class. 87% correctness is not that much different than an 11 percentage point lower score (or, put another way, 89% of the points out of 100%)

Instructors and researchers who wish to quickly write directly equivalent questions should use the “less complex” permutations - that is, PrototypeAdded and Removal, VarNameChange, and Function-NameChange. Given the results from this and prior work, these are the strategies most likely to construct questions with isomorphic solutions and equivalent difficulty. Meanwhile, those interested in investigating transfer or producing slightly more novel but still relatively isomorphic questions should use the “complex” permutations - DataTypeChange, ConstantChange, and PolarityReverse. These changes have the most consequential impact on student performance and, thus, may be best for assessing if students have learned underlying patterns. We personally recommend against OrderSwap, if only to avoid subjecting students to unnatural orderings of arguments for questions which have more natural orderings.

As a final note, it may be best to produce formative materials that are slightly more difficult than planned summative material. In particular, our results looking at hidden and practice-first question difficulty suggest that students perform better on content when they complete more challenging questions on the same content first. This benefit may be attributable to theories such as Vygotsky’s Zone of Proximal Development, where harder variants fulfill the need for “tasks that students cannot do on their own, but which they can do with assistance... [39]”

6 LIMITATIONS
There remain some limitations with this work. As noted in Section 5.3, exam construction during latter semesters in our analysis appears to have harmed the consistency of coefficients’ impacts. Some of this construction was reversed in Fall 2022 and saw the coefficients trend back in similar directions as those semesters prior to Fall 2021. While the general existence of trends among the coefficients gives us confidence that there is a substantive difference between “complex” permutations and the other permutations, our answer to RQ2 is hampered by variance between semesters. It appears that consistency between semesters is sensitive to permutations being applied consistently across a range of base difficulties. A rigorous accounting where base questions are selected with an explicit range of difficulty, permuted similarly, and results are analyzed would provide the strongest answer to this question.

Our results are not and cannot be strictly causal as they are presented. We merely have reasonably strong correlations showing that certain permutations tend to produce questions of higher or lower difficulty. A true, randomly controlled experiment where permutation types are tested one at a time on isomorphs would be necessary to establish causality. Additionally, future work could investigate more deeply the shared patterns between questions to judge whether these isomorphs are truly isomorphic.

Finally, the data we use is limited in that it comes from multiple semesters of the same course, an introductory Python course. An exciting direction for future work would be to explore the applicability of our permutation strategy to other class contexts and other programming languages. It is likely the impacts of the permutation strategy will differ based on the affordances of the programming language used. Further, different student populations may be more prepared to transfer solution approaches between questions, thereby broadening the number of questions that can serve as suitable “isomorphs.”

7 CONCLUSION
We present the results of applying a question permutation strategy on multiple semesters worth of questions and exams in an introductory Python course. We find that, typically, the most significant and impactful predictor of a question having a lower score is not being repeated from homework assignments. Additionally, the more “complex” permutations tend to have both a larger magnitude impact on difficulty and tend to make the questions harder. This latter point seems to be because we naturally tend to write the most straightforward, and therefore among the easiest, version of the question first.

We identify multiple avenues of future work. First, it should be explored to what degree the observed question difficulties can be explained by some measure of the complexity of the solution code. Second, a proper randomized control experiment can be run to investigate casual links between single permutations and isomorph difficulty. Lastly, we welcome future researchers to apply the permutation strategy in their own studies and classrooms such that greater generalizability of these trends and findings may be established.
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